Abstract. In this paper we identify some of the optical models of computing that have been proposed and survey algorithms for fundamental problems. Problems considered include prefix computation, packet routing, selection, sorting, and matrix operations.

1 Introduction

Parallel machines based on optical technology offer superior power and speed. In the past several years many optical computing models have been proposed and studied. In this paper we identify three models that have been widely investigated. They are the Optical Communication Parallel Computer (OCPC), the Array with Reconfigurable Optical Buses (AROB), and the Optical Transpose Interconnection System (OTIS). We provide a survey of fundamental algorithms available for these models.

We begin by giving an introduction to the models of computing. For any of these models there are two versions, namely 1D and 2D. The 1D version has a $1 \times n$ configuration, whereas the 2D version has a $\sqrt{n} \times \sqrt{n}$ configuration.

1.1 Arrays with Reconfigurable Optical Buses

An Array with Reconfigurable Optical Buses (AROB) [24, 18] is an $m \times n$ reconfigurable mesh [11] wherein the buses are implemented using optical technology. This model has
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been extensively studied.

Figure 1 shows a $4 \times 4$ reconfigurable mesh. Local switches in each processor can be used to connect together subsets of the four bus segments connected to the processor.

Several closely related variants of the reconfigurable mesh with optical buses have been proposed in the literature. The variant used in this paper was proposed by Pavel and Akl [24, 18]. In this model, the switch settings of the processors permitted are the same as those in the RN model of [2]. Figure 2 shows these settings. Any bus link connects two adjacent processors. There are two associated wave guides, one for left to right transmission and the other for right to left transmission. Local bus links are set so as to form disjoint buses. The length of a bus is the number of links on that bus. The time needed to transmit a message on a bus is called a cycle.

A cycle consists of slots of duration $\tau$ and each slot carries a different optical signal. The time needed for an optical pulse to move down a bus link is $\tau$. To be more precise, $\tau$ time is enough to send a $b$-bit message where each bit is a light pulse with a $w$ second duration, for suitable values of $b \geq 1$ and $w$. Pavel and Akl [24] argue that for reasonable size meshes (say up to $1000 \times 1000$), the number of slots in a cycle may be assumed to be $n$ for an $n \times n$ mesh. Further, the duration of a cycle may be assumed constant and
comparable to the time for a CPU operation.

In an AROB each processor has an associated slot counter. These counters may be started at the beginning of a cycle. For every processor, a slot in the cycle is allotted for reading and writing. This processor can write to or read from the bus only in the allotted slots. If more than one message gets written in a slot, the last written message remains in the slot. Since a processor can read/write from/to its bus during only one slot of a cycle, it cannot poll the up to $n$ light pulses moving through it in one cycle. Another AROB feature that facilitates the development of algorithms is the delay unit at each processor. A processor can introduce a one time slot delay in the light pulses passing through it.

### 1.2 The Optical Transpose Interconnection System

The OTIS model of computing has been proposed in [9, 17, 38]. In this model, processors are partitioned into groups where each group is realized as chips with electronic interprocessor connections. Connections among the groups are realized using free space optical links. The advantage of this optoelectronic architecture lies in the fact that free space optical links provide superior speed and power when the connect distance is more
than a few millimeters.

Processors in any group can be organized as a mesh, a hypercube, or any other network. Accordingly the OTIS-Mesh, the OTIS hypercube, etc. will arise. Let \( j \) be any processor in group \( i \). In the OTIS model, this processor is connected to processor \( i \) of group \( j \). Figure 3 shows an OTIS-Mesh where there are four groups and each group has 4 processors.

![Figure 3: A 4 \( \times \) 4 OTIS-Mesh](image)

An \( n \times n \) OTIS-Mesh has \( n \) groups where each group has \( n \) processors organized as a \( \sqrt{n} \times \sqrt{n} \) mesh. The diameter of this mesh has been shown to be \( 4\sqrt{n} - 3 \) [33]. The Mesh architecture could either be SIMD or MIMD. Accordingly, two variants of the OTIS-Mesh can be conceived of.

### 1.3 The Optical Communication Parallel Computer

In an OCPC any processor can communicate with any other processor in one step provided there are no conflicts. If more than one processor sends a message to the
same processor $\pi$ at the same time, then $\pi$ does not receive any meaningful message. Each step of an EREW PRAM that has $n$ processors and $n$ common memory cells can be simulated by an OCPC with $2n$ processors in $O(1)$ time as follows. Allocate $n$ of the OCPC processors to simulate the PRAM processors. The other $n$ processors are allocated to the common memory cells one processor per cell. Clearly, each read or write step of the PRAM now can be simulated in $O(1)$ communication steps on the OCPC. In general we can state the following Theorem.

**Theorem 1.1** Each step of an $N$-processor EREW PRAM that uses $M$ common memory can be simulated in $O(1)$ steps on an OCPC with $\max\{N, M\}$ processors.

### 2 Preliminaries

In this section we provide some preliminary facts and results that will be employed in the paper.

#### 2.1 Randomized Algorithms

We say a randomized algorithm uses $\tilde{O}(f(n))$ amount of any resource (like time, space, etc.) if the amount of resource used is no more than $c\alpha f(n)$ with probability $\geq (1 - n^{-\alpha})$ for any $\alpha, c > 0$ being a constant. We could also define $\Theta(.)$, $\omega(.)$, etc. in a similar manner. By high probability we mean a probability of $\geq (1 - n^{-\alpha})$ for any constant $\alpha \geq 1$.

#### 2.2 Problems Definition

Given a sequence of numbers, say, $k_1, k_2, \ldots, k_n$, the problem of sorting is to rearrange them in nondecreasing order.
The problem of selection is to identify the $i$th smallest number from out of $n$ given numbers (where $i$ is an input and $1 \leq i \leq n$).

In any fixed connection network, a single step of interprocessor communication can be thought of as a packet routing task. The problem of routing can be stated as follows: There is a packet of information at each node that is destined for some other node. Send all the packets to their correct destinations as quickly as possible such that no more than one packet crosses any edge at any time. The run time of any packet routing algorithm is defined to be the time taken by the last packet to reach its destination. The queue size is the maximum number of packets that any processor will have to store during the algorithm.

The restriction of routing where at most one packet originates from any node and at most one packet is destined for any node is called partial permutation routing. If at most $h$ packets originate from any node and at most $h$ packets are destined for any node, then we have a $h$-relations routing or a $h - h$ routing problem [36, 27].

Matrix operations considered in this paper include multiplication and inverse.

### 3 Prefix Computation

#### 3.1 AROB

**Theorem 3.1** Let $\mathcal{L}$ be a $1 \times n$-processor AROB. If each processor of $\mathcal{L}$ has a bit, then the prefix sums of these bits can be computed in $O(1)$ cycles [24].

The algorithm works as follows: Processor 1 initiates a light pulse in time slot one of a cycle if its bit is zero and in slot two otherwise. Each processor starts its counter at the start of the cycle and also sets its delay unit to introduce a one slot delay if its bit is one. When the light pulse initiated by processor 1 reaches any processor its counter
is turned off. A processor can compute its prefix sum value from the terminal counter value, its data bit, and its distance from processor 1.

The above algorithm can be extended to show the following [24]:

**Theorem 3.2** The addition of \( n \log n \)-bit numbers can be performed in \( O(1) \) cycles on a \( \log n \times n \) AROB.

Using Lemmas 3.1 and 3.2 we can get an \( O(1) \)-cycle algorithm for prefix sums of bits on a \( \sqrt{n} \times \sqrt{n} \) AROB as follows. Assume that we are interested in computing prefix sums in row major order. Compute prefix sums along each row in \( O(1) \) cycles using Lemma 3.1. After this, each processor in the last column has the corresponding row sum. Now compute prefix sums on this column in \( O(1) \) time using Lemma 3.2. In an additional \( O(1) \) cycles, we can update all the prefixes.

**Theorem 3.3** If there is a bit at each node of a \( \sqrt{n} \times \sqrt{n} \) AROB, we can compute the prefix sums of these bits in \( O(1) \) cycles.

The maximum bus length employed by [24]'s algorithm is \( 3\sqrt{n} \). The bus length is reduced to \( \sqrt{n} + o(\sqrt{n}) \) in [30].

### 3.2 OTIS-Mesh

Consider an \( n \times n \) OTIS-Mesh. There are \( n \) groups of processors where each group is a \( \sqrt{n} \times \sqrt{n} \) Mesh. Let the processors in any group be indexed in snake-like row-major order. There is an element to begin with at each processor. Let the prefix indexing be the lexicographical ordering of \((\text{group, processor})\).

Prefix computation on the OTIS-Mesh can be done in \( 6\sqrt{n} + O(1) \) time as follows. In \( 2\sqrt{n} - 2 \) time, each group performs a local prefix computation. As a result processor \( n \) in every group has the sum of all the elements in the group. The sum of group \( i \) is
sent to processor \(i\) of group \(n\), for \(1 \leq i \leq n\). This can be done in one time unit using the transpose OTIS connections. Now group \(n\) performs a prefix computation on the sums in \(2\sqrt{n} - 2\) time. The result is moved right by one position in one time unit. These prefixes are sent out using the transpose OTIS connections. After this, processor \(n\) in group \(i\) will have the sum of all the elements in groups 1 through \(i - 1\) (for \(2 \leq i \leq n\)). Finally, a broadcasting local to groups is done in order to update the prefixes.

**Theorem 3.4** We can do prefix computation on an \(n \times n\) OTIS-Mesh in \(6\sqrt{n} + O(1)\) time.

\[\square\]

### 3.3 OCPC

An OCPC with \(n\) processors can simulate each step of an EREW PRAM with \(n\) processors and \(O(n)\) common memory cells in \(O(1)\) time (c.f. Theorem 1.1). This observation implies:

**Theorem 3.5** Prefix computation on a sequence of length \(n\) can be computed in \(O(\log n)\) time on an \(n\)-processor OCPC.

\[\square\]

## 4 Packet Routing

### 4.1 AROB

**Theorem 4.1** In an AROB of size \(1 \times n\) any permutation can be routed in \(O(1)\) cycles [24].

**Proof:** Let \(\tau\) be the time taken by a packet to move from one processor to the next. The flow of packets from left to right is not affected by the flow of packets from right to left since there are two waveguides. Consider any permutation to be routed. Let
The processors be numbered 1, 2, \ldots, n starting from left. Each processor has a time slot assigned for reading from (and writing into) the bus. The reading time slot for processor \( i \) is \( 2i \). Processor 1 creates a ‘time slot’ for each packet that moves one edge per \( \tau \) time. The first time slot is meant for processor 1, time slot 2 is meant for processor 2, and so on. Let the destination of the message from \( p \) be \( q \). Processor \( p \) writes this message at time \( t + (p + q)\tau \), where \( t \) is the start time. This algorithm takes 2 cycles (or \( 2n\tau \) time).

The preceding lemma can be strengthened easily as follows:

**Theorem 4.2** Let \( \mathcal{L} \) be an AROB of size \( 1 \times n \). Consider a routing problem where \( O(1) \) packets originate from any node and \( O(1) \) packets are destined for any node. This problem can also be solved in \( O(1) \) cycles.

**Theorem 4.3** There are \( k \) elements arbitrarily distributed in a \( \sqrt{n} \times \sqrt{n} \) AROB, with \( \leq 1 \) element per processor. The problem is to collect them in the first \( \left\lceil \frac{k}{\sqrt{n}} \right\rceil \) rows. This problem can be solved in \( O(1) \) cycles.

**Proof.** Figure out a unique address for each element (using the prefix algorithm of Theorem 3.3) and then route the elements using greedy paths. There is no possibility of a collision.

There is an \( \tilde{O}(\log \log n) \) time algorithm available for routing any partial permutation on a 2D OCPC. The same algorithm can be simulated on a 2D AROB to get the same run time.

**Theorem 4.4** Any partial permutation can be routed in \( \tilde{O}(\log \log n) \) time on a \( \sqrt{n} \times \sqrt{n} \) AROB.

Now we look at the problem of \( h \)-relations routing. This problem has been studied extensively on the conventional mesh as well as the OCPC. Rajasekaran and Sahni
have given a randomized algorithm for this problem that runs in $\tilde{O}(h)$ cycles on a 1D AROB. The best known $h$-relations routing algorithm on the OCPC has a run time of $\tilde{O}(h + \log \log n)$ [8].

There are two crucial differences between the OCPC and AROB. In the case of an OCPC if two or more processors try to send a message to the same processor at the same time, then no message reaches the destination. On the other hand in an AROB, under the same scenario, an arbitrary packet reaches the destination. Also, prefix sums of bits can be computed in $O(1)$ cycles on the AROB model and there is no such algorithm for the OCPC.

In [30]'s algorithm, every processor randomly chooses one of its packets and sends it in the bus. Let $\pi$ be any such chosen packet. If there are collisions (i.e., if there are other packets in the bus with the same destination as $\pi$’s), $\pi$ may not reach its destination. At any time step, there is some constant probability that a processor will succeed (i.e., the packet chosen by it will reach its destination). The algorithm runs in stages. At the end of every stage a load balancing operation is performed. The load balancing operation distributes unsuccessful packets equally among all the processors. If the maximum number of packets in any processor is $k$, then the load balancing operation takes only $O(k)$ time.

Let $k_i$ be the maximum number of packets in any node at the beginning of stage $i$, with $k_1 = h$. Also let $N_i$ be the number of packets that have not yet been routed at the beginning of stage $i$, where $N_i \leq nh$. They show that after every stage of routing, the value of $k_i$ decreases by a constant factor with high probability. Thus there will be $\tilde{O}(\log h)$ stages of routing. After $\tilde{O}(\log h)$ stages of routing, there will be $\tilde{O}(n)$ packets left. These packets can be routed by load balancing followed by an application of Theorem 4.2. The amount of time spent in stage $i$ is $O(k_i)$ cycles. Thus the total run time is $\tilde{O}(h)$ cycles.
Theorem 4.5 There is a randomized algorithm for routing $h$-relations that takes $\tilde{O}(h)$ cycles on a $\sqrt{n} \times \sqrt{n}$ AROB.

They [30] extend their algorithm to a $\sqrt{n} \times \sqrt{n}$ AROB. The resultant algorithm runs in $\tilde{O}(h + \log \log n)$ cycles. This result has to be contrasted with the run time of $\tilde{O}(h + \log n/\log \log n)$ that the algorithm of [32] takes for the same problem on the OCPC model.

Let $\pi$ be any packet. It chooses a random node in its row of origin and tries to go there in the first phase. In phase two it traverse along the current column up to the destination row. In phase three it traverses along the current row up to its destination column. Clearly, $\pi$ can participate in the second phase only if it were successful in the first phase, and so on. Call these three phases a stage of the algorithm. Note that a phase takes three cycles. The OCPC algorithm of [32] consists of a sequence of such stages. The algorithm of [30] also consists of stages except that they perform a load balancing operation after every stage.

Here also the value of $k_i$ decreases by a constant factor after every stage, with high probability. It takes $\tilde{O}(\log \log n)$ time to process the $\tilde{O}(n)$ packets that will be left at the end.

Theorem 4.1 Any $h$-relation can be routed in $\tilde{O}(h + \log \log n)$ cycles on a $\sqrt{n} \times \sqrt{n}$ AROB.

The following Theorem is also proven in [30].

Theorem 4.6 Any partial permutation can be routed deterministically in $O(\log n)$ cycles on a $\sqrt{n} \times \sqrt{n}$ AROB. Also, any $h$-relation can be deterministically routed in $O(h \log n)$ cycles on a 2D AROB of size $\sqrt{n} \times \sqrt{n}$.
4.2 OTIS

Rajasekaran and Sahni [29] have presented a randomized algorithm that can route any partial permutation in $4\sqrt{n} + \tilde{O}(\sqrt{n})$ time on an $n \times n$ OTIS-Mesh. The algorithm is an adaptation of [31]'s algorithm. In the algorithm of [31], a packet chooses a random node within a restricted space around its origin and goes there. From then on it greedily progresses toward its destination traveling the dimensions one at a time.

A similar algorithm applies to the OTIS-Mesh also. If the OTIS-Mesh is thought of as a 4D Mesh (with dimensions $u, v, w$, and $x$), and [31]'s algorithm is applied, then a packet may in the worst case have to traverse close to $\sqrt{n}$ distance in each of the four dimensions. But a data movement along the $u$ and $v$ dimensions will need three steps [33]. This in turn means that the packet has to spend at least $8\sqrt{n}$ time. Traversals along the $u$ and $v$ dimensions can be converted into traversals along the $w$ and $x$ dimensions using the transpose OTIS connections. This technique is called swapping dimensions. There are four phases in the algorithm of [29]. In the first phase each packet traverses to a random node (within some restricted space) and in the next three phases it traverses along the $w, x$ dimensions; transpose OTIS connection; and the $w, x$ dimensions. The first phase takes $O(1)$ time. Phases 2 and 4 take $2\sqrt{n} + O(\sqrt{n})$ time each. Phase 3 needs $O(1)$ time.

**Theorem 4.7** We can route any partial permutation on an $n \times n$ OTIS-Mesh in $4\sqrt{n} + \tilde{O}(\sqrt{n})$ time, the queue sizes being $O(1)$. □

The problem of $h$-relations routing can be solved by applying the algorithm given in [27].

**Theorem 4.8** Any $h$-relation can be routed on an $n \times n$ OTIS-Mesh in $O(h\sqrt{n})$ time, the queue sizes being $O(h)$. □
4.3 OCPC

On a 1D OCPC, any partial permutation can be clearly routed in one unit of time. Rao and Tsantilas [32] have given a partial permutation routing algorithm for a $\sqrt{n} \times \sqrt{n}$ OCPC that runs in time $\tilde{O}(\log \log n)$. If $\pi$ is any packet whose origin is $(i, j)$ and whose destination is $(k, l)$, $\pi$ chooses a random node $(i, r)$ in its row of origin and tries to go there. If the transmission is successful, $(i, j)$ will get an acknowledgement. If $\pi$ reached $(i, r)$ successfully, it will be sent to $(k, r)$. If this transmission is successful, $\pi$ will finally reach $(k, l)$. Note that in the third phase there is no chance of collisions. The time complexity is proven by showing that if there are $\alpha \sqrt{n}$ packets at any given time in any row, then after a constant amount of time the row will have no more than $\alpha^2 \sqrt{n}$ packets, with high probability.

**Theorem 4.9** Any partial permutation can be routed in $\tilde{O}(\log \log n)$ time on a $\sqrt{n} \times \sqrt{n}$ OCPC.

Several $h$-relations routing algorithms have been proposed in the literature. Anderson and Miller have shown that $\log n$-relations on an $n$-node 1D OCPC can be routed in $\tilde{O}(\log n)$ time [1]. Followed by this, Valiant gave an algorithm that works for any $h$-relation with a run time of $\tilde{O}(h + \log n)$. Later, Geréb-Graus and Tsantilas [7] came up with a simple algorithm that has a run time $\tilde{O}(h + \log n \log \log n)$. An algorithm for arbitrary $h$-relations with a run time of $\tilde{O}(h + \log \log n)$ has been given by Goldberg, Jerrum, Leighton, and Rao [8].

Geréb-Graus and Tsantilas’ algorithm works as follows. There are phases in the algorithm. At the start, the algorithm has to solve a $h$-relations problem. After one phase, with high probability, only a $\frac{h}{2}$-relation will remain to be routed. If there is a $k$-relation at the beginning of a phase, the time spent in this phase is $\max\{k, \log n\}$. A step in a phase consists of every processor picking randomly one of its remaining packets
and attempting to send it. If there are \( r \) packets in a processor, it attempts to send its packet only with probability \( \frac{r}{k} \).

Goldberg, Jerrum, Leighton, and Rao’s algorithm is more complex. There are four stages in the algorithm each taking \( \tilde{O}(h + \log \log n) \) time. 1) In every step of the first stage each processor picks one of its remaining packets and tries to send it. After the first stage there are only \( \tilde{O}\left(\frac{n}{h \log \log n}\right) \) unsent packets. 2) In the second stage a load balancing operation is performed so that each processor ends up with at most one packet. Group the processors so that each group has \( \log^c n \) processors, for some constant \( c \). 3) In the third stage packets are sent to some processors in their target groups. 4) Finally, the packets are routed within their groups.

**Theorem 4.10** On an \( n \)-node 1D OCPC any \( h \)-relation can be routed within \( \tilde{O}(h + \log \log n) \) communication steps. \( \square \)

The following Theorem is also in [32].

**Theorem 4.11** An arbitrary \( h \)-relation can be realized in \( \tilde{O}\left(h + \frac{\log n}{\log \log n}\right) \) communication steps on a \( \sqrt{n} \times \sqrt{n} \) OCPC. \( \square \)

## 5 Selection

Given a sequence of \( n \) numbers \( k_1, k_2, \ldots, k_n \) and an \( i < n \), the problem of selection is to identify the \( i \)th smallest of the \( n \) numbers. An elegant linear time sequential algorithm is known for selection (see e.g., [10]). A simple linear time randomized algorithm for sequential selection has been given by Floyd and Rivest [6].

Optimal parallel algorithms are also known for selection on various models of computing (see e.g., [26]). Most of the parallel selection algorithms (both deterministic and randomized) make use of the technique of sampling. In this section we describe selection algorithms that have been proposed for optical computers.
5.1 AROB

Pan [23] has given a selection algorithm for the 1D AROB.

**Theorem 5.1** Given an input of size $n$, the problem of selection can be solved in an expected time of $O\left(\frac{n}{p}\log n\right)$ cycles on an AROB of size $1 \times p$. The worst case run time is $O(n)$ cycles.

This algorithm picks a random element as the *splitter* element and partitions the input into two. The first part has all the elements less than or equal to the splitter and the second part has the rest of the elements. Then the algorithm decides which part the $i$th element is in. The irrelevant part is discarded. An appropriate selection is done recursively in the relevant part. It is easy to see that the expected number of remaining elements decreases by a constant factor after every stage of partitioning. This in turn means that there are only an expected $O(\log n)$ stages of partitioning.

Each stage itself can be implemented in $O(1)$ cycles using a prefix computation (c.f. Theorem 3.1) followed by a permutation routing (c.f. Theorem 4.1) each of which takes $O(1)$ cycles. $\square$

Many $O(1)$ time algorithms are known for sorting on the reconfigurable mesh (e.g., [11], [21], [16]). Rajasekaran and Sahni [30] show that selection from out of $n$ numbers can be done in $\tilde{O}(1)$ cycles on an AROB of size $\sqrt{n} \times \sqrt{n}$. There is a number input at each processor. The basic idea is the following: 1) Pick a random sample $S$ of size $s = o(n)$; 2) Choose two elements $\ell_1$ and $\ell_2$ from the sample whose ranks in $S$ are $\frac{i_s}{n} - \delta$ and $\frac{i_s}{n} + \delta$ for some appropriate $\delta$. One can show that these elements ‘ bracket’ the element to be selected with high probability; 3) Eliminate all the input keys whose values are outside the range $[\ell_1, \ell_2]$; 4) Perform an appropriate selection from out of the remaining keys.

Each processor can independently decide if its key will be in the sample or not. Thus picking the sample can be done in $O(1)$ time. The number of sample keys picked is
\(\tilde{O}(n^{0.4})\). They are collected and sorted in \(O(1)\) cycles. Once \(\ell_1\) and \(\ell_2\) are identified, they can be broadcast to the whole mesh in \(O(1)\) cycles. After elimination in Step 3, only \(\tilde{O}(n^{0.8}\sqrt{\log n})\) keys remain. Steps 1 to 3 are repeated \(\tilde{O}(1)\) times so that only \(\leq \sqrt{n}\) keys remain. At this time the remaining keys are collected and sorted in \(O(1)\) cycles.

**Theorem 5.2** Selection from out of \(n\) elements can be done in \(\tilde{O}(1)\) cycles on a \(\sqrt{n} \times \sqrt{n}\) AROB.

\[\Box\]

### 5.2 OTIS

Sahni and Wang’s deterministic algorithm on an \(n \times n\) SIMD OTIS-Mesh [34] has a run time of \(22\sqrt{n} + o(\sqrt{n})\) which is the same as the time their sorting algorithm takes.

The algorithm of Rajasekaran and Sahni [29] for selection on the OTIS-Mesh is randomized and the underlying idea is the same as the one used for the AROB. A random sample is picked to identify two elements that will bracket the element to be selected with high probability. Some input keys that can not possibly be the element to be selected are eliminated. An appropriate selection is done in the set of remaining keys. Though this general idea has been applied over a variety of parallel models, the challenge is in coming up with the best implementation of this idea on the model under concern. In general this may not be a trivial task.

One of the problems on the OTIS-Mesh is to devise an efficient way of collecting the sample keys and sorting them. The sample keys are collected in the ‘center’ of the OTIS-Mesh. The bracketing elements in the sample \(\ell_1\) and \(\ell_2\) can be broadcast to the whole OTIS-Mesh in \(2\sqrt{n}\) time, where the OTIS-Mesh is of size \(n \times n\). It is shown in [29] that sampling collection problem can be solved in \(2\sqrt{n} + \tilde{o}(\sqrt{n})\) time. This involves making use of the transpose OTIS connections in an interesting manner.

Another important feature of this algorithm is that the number of sample keys picked is \(\tilde{O}(n^{1.47})\). This in turn means that after one stage of elimination, the number of
remaining keys will be $\tilde{O}(n^{1.27})$. They show that these many keys can be collected and sorted in the ‘center’ of the OTIS-Mesh in $2\sqrt{n} + \tilde{o}(\sqrt{n})$ time. In order to achieve this some local randomization is applied.

**Theorem 5.3** Selection from out of $n$ elements can be performed in $6\sqrt{n} + \tilde{o}(\sqrt{n})$ time on an $n \times n$ OTIS-Mesh. \hfill $\square$

### 5.3 OCPC

Note that the input size here is $n$ and hence $\geq n$ common memory cells will be used by any PRAM algorithm. If we desire to apply Theorem 1.1, then at least $n$ OCPC processors will be needed. Thus we could simulate any of the EREW PRAM sorting algorithms on the OCPC in order to perform selection. For example Cole’s parallel merge sort [5] runs in $O(\log n)$ time using $n$ processors.

**Theorem 5.4** Selection from out of $n$ elements can be performed in $O(\log n)$ time on an $n$-processor 1D OCPC. \hfill $\square$

### 6 Sorting

#### 6.1 AROB

Sorting of $n$ numbers on a $p$-processor parallel comparison tree will need $\Omega\left(\frac{\log n}{\log(1 + \frac{n}{p})}\right)$ time [3]. The same lower bound holds on the AROB as well. Therefore, if sorting has to be done in $O(1)$ time, $\Omega(n^{1+\epsilon})$ processors will be needed, for some constant $\epsilon > 0$. Rajasekaran and Sahni [30] have presented such an optimal algorithm.

**Theorem 6.1** If there is one key per processor in the first row of an $n^\epsilon \times n$ AROB, then sorting of these $n$ keys can be done in $O(1)$ time. \hfill $\square$
They employ Leighton’s column sort [14]. A summary of this algorithm follows. Think of the \( n \) numbers as forming a matrix \( M \) with \( r = n^{2/3} \) rows and \( s = n^{1/3} \) columns. There are seven steps. 1) Sort the columns of \( M \) in increasing order. 2) Transpose \( M \) preserving the dimension as \( r \times s \). 3) Sort the columns in increasing order. 4) Apply the reverse of Step 2’s permutation to \( M \). 5) Sort columns so that adjacent columns are sorted in reverse order. 6) Apply two steps of the odd-even transposition sort to the rows. 7) Sort each column in increasing order.

Any permutation can be done in \( O(1) \) time. Thus Steps 2 and 4 take \( O(1) \) time. In order to perform sorting in Steps 1, 3, 5, and 7 they extend the constant time sorting algorithms that have been proposed for the (conventional) reconfigurable meshes.

6.2 OTIS

Sahni and Wang [34] have given a deterministic algorithm for sorting on the SIMD OTIS-Mesh that has a run time of \( 22\sqrt{n} + o(\sqrt{n}) \).

**Theorem 6.2** Sorting and hence selection on an \( n \times n \) SIMD OTIS-Mesh can be performed in \( 22\sqrt{n} + o(\sqrt{n}) \) time. \( \square \)

An \( 8\sqrt{n} + o(\sqrt{n}) \) algorithm has been given in [29] for sorting on an \( n \times n \) OTIS-Mesh. This algorithm uses random sampling just like randomized sorting algorithms available for various other parallel models. The idea is to pick a random sample \( S \) with \( s = o(n) \) keys, sort the sample, partition the input using the sample keys as splitter keys, and to sort the individual parts.

Let \( X \) be any set of \( n \) keys and let \( S \) be a random sample with \( |S| = s \). Let the sequence of sorted sample keys be \( \ell_1, \ell_2, \ldots, \ell_s \). Define \( X_1 = \{ x \in X | x \leq \ell_1 \} \). Let \( X_i = \{ x \in X | \ell_{i-1} < x \leq \ell_i \} \), for \( i = 2, 3, \ldots, s \) and \( X_{s+1} = \{ x \in X | x > \ell_s \} \). It can be shown that the size of each of these \( X_i \)’s is \( \tilde{O} \left( \frac{n}{s} \log n \right) \), for \( 1 \leq i \leq s + 1 \).
The algorithm of [29] picks a random sample of size $\tilde{O}(n^{1.34})$, collects these keys near the ‘center’ of the OTIS-Mesh, and sorts them in $2\sqrt{n} + \tilde{o}(\sqrt{n})$ time. The sample keys are broadcast to the whole mesh in $2\sqrt{n} + \tilde{o}(\sqrt{n})$ time. Each input key, after having looked at the random sample, figures out an approximate destination and goes there. This routing is done using Theorem 4.7 in $4\sqrt{n} + \tilde{o}(\sqrt{n})$. By the time the keys reach their approximate destinations, their exact ranks in the input will be known and also they won’t be far from their actual destinations. It takes only an additional $\tilde{o}(\sqrt{n})$ time to finish off routing.

An important feature of this algorithm is that steps that involve the movement of the sample keys is overlapped with the steps that involve the movement of input keys. When edge conflicts arise, priority is given the sample keys. Since the number of sample keys encountered by any input key along any dimension is not large, the additional delays that the input keys suffer is not significant.

**Theorem 6.3** Sorting on an $n \times n$ OTIS-Mesh takes $8\sqrt{n} + \tilde{o}(\sqrt{n})$ time. □

### 6.3 OCPC

Theorem 1.1 and Cole’s parallel mergesort can be used to derive the following result.

**Theorem 6.4** Sorting can be accomplished in $O(\log n)$ time on an $n$-processor OCPC. □

### 7 Matrix Operations

#### 7.1 AROB

The results discussed in this section are due to Pavel and Akl [24].
The first algorithm makes use of the fact that prefix sums can be computed in $O(1)$ cycles provided the numbers have $O(\log n)$ bits each (c.f. Lemma 3.2).

**Theorem 7.1** Two $n \times n$ matrices can be multiplied in $O(r)$ cycles on an $n \times n \log n/r \times n$ AROB, for any $1 \leq r \leq \log n$, provided the numbers have $O(\log n)$ bits each.

They also consider the problem of multiplying sparse matrices where each row (or column) has at most $r$ nonzero elements. In particular they show:

**Theorem 7.2** If $A$ is a matrix with at most $r$ nonzero elements per row and $B$ is a matrix with at most $r$ nonzero elements per column, then $AB$ can be computed in $O(\log r)$ cycles on an $n \times n \times r$ AROB, in $O(r \log r)$ cycles on an $n \times n$ AROB, or in $O(1)$ cycles on an $n \times n \log n \times r$ AROB, where $r \leq \frac{n}{\log n}$.

In [24] an algorithm is also given for Gaussian elimination.

### 7.2 OTIS

Consider an $n \times n$ OTIS-Mesh. Let $A$ and $B$ be two given matrices of size $n \times n$ each that we are interested in multiplying. Let the first row of $A$ or $B$ be stored in the OTIS-mesh as follows. The first $\sqrt{n}$ elements are in the first row of group 1, the next $\sqrt{n}$ elements are in the first row of group 2, and so on. Similarly store the rest of the rows.

Now one could simulate the standard ‘systolic’ algorithm for matrix multiplication on the conventional Mesh (see e.g., [13]) and get the following Theorem.

**Theorem 7.3** Two $n \times n$ matrices can be multiplied in $O(n)$ time on an $n \times n$ OTIS-Mesh.
7.3 OCPC

The trivial algorithm for parallel matrix multiplication on the EREW PRAM can be simulated on the OCPC as follows.

**Theorem 7.4** Two $n \times n$ matrices can be multiplied in $O(\log n)$ time using $n^3$ OCPC processors.

Also sparse matrix multiplication algorithms known for the EREW PRAM can be transported to the OCPC.

8 Conclusions

In this paper we have considered three parallel models based on optical technology. Algorithms that have been proposed on these models for some fundamental problems have been surveyed.
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